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EXECUTIVE SUMMARY

On May 11-12, 2009, a group of about 30 researchers in the areas of workflow and business process, health-
care informatics, digital government, and scientific workflow gathered in Arlington, Virginia, to identify
and discuss the central research challenges in workflow and business process management. The following
lists the key findings and recommendations of this group; they remain relevant two years later at the time of
preparing this document.

Findings

A. The need for workflow management, which is the management of tasks and services to achieve
specified goals, is ubiquitous.

Speaking broadly, there are two kinds of workflow: “transactional”, as arises in managing the processes
of, e.g., businesses, digital government, and healthcare delivery; and “transformational”, as arises in the
analysis of scientific data, social networking data, and of data produced by execution of transactional work-
flows. With increased reliance on the world-wide web, out-sourcing, and globalization, there is increasing
need for automation of both kinds of workflow.

B. In the context of increasing automation, increasing scale, and increasing out-sourcing and geo-
graphic distribution of activities, the widely used workflow technologies do not provide adequate support
for a variety of essential functionalities.

Design and deployment of large-scale workflows is risky, with a high abandonment rate. Most inte-
gration of workflows, and interoperation between them, is largely manual, and thus costly, error-prone, and
limited in scope. Large-scale workflows are hard to understand, which makes it very costly to maintain them
over time, and makes workflow re-use a near impossibility. The tools to understand the provenance of data
produced by workflows, and the history of workflow designs, are nascent, and the tools for analyzing past
performance of workflow and driving process improvements are largely ad hoc.

C. For transactional workflow, a key inhibitor in overcoming these challenges is the lack of intuitively
clear ways to combining the various aspects of workflow.

Today’s conceptual models for representing the different aspects of transactional workflows (including
processes, data, people and automated agents, rules, and incorporation of legacy applications and exter-
nal services) are largely disparate, and do not provide unified frameworks that are holistic and simple to
understand.

D. There is a “long tail” phenomenon in connection with the application contexts that need and/or use
workflow management technologies.

While large-scale deployments of workflow automation tools can be found in most application areas,
there are many contexts across all application areas in which workflow is being performed, but the automa-
tion tools are too expensive and/or burdensome. As a result, a variety of ad hoc techniques are used for
managing both the data (often maintained in spreadsheets) and the processes (often completely manual).
Aggregation of that data and processes is very costly. There has been little research to date into workflow
paradigms and technologies that address challenges of the long tail.

E. The application areas of business, digital government, healthcare delivery, and scientific work-
flow face many common and overlapping problems, but are developing paradigms, techniques and tools
largely in isolation.

For example, the business process management community needs tools for managing transformational
workflows that analyze business process performance, but seems largely unaware of recent advances in



scientific workflow. As another example, the notions of “business artifact” and “business object” in the
business community, the notion of “record-centric workflow” in the digital government community, and the
notion of “cases” in healthcare delivery, social services, and elsewhere, are all highly related and yet the
communities are developing frameworks and technologies largely in isolation.

Recommendations

1. The emerging area of “data-aware” conceptual models for transactional workflow models holds the
promise of enabling substantial progress towards resolving many of today’s challenges in transactional
workflow.

Data-aware workflow appears to provide a new perspective on how data and process can be combined,
and can spawn fundamentally new Computer Science paradigms and techniques. Research is needed to
explore this perspective at a fundamental level, and also in application to challenges such as developing new,
unifying conceptual models for workflow; workflow design, evolution, and re-use; workflow interoperation;
anaylitics for business process execution histories; and automated reasoning about workflow.

2. Research into the emerging area of “workflow as data”, which originated in the context of prove-
nance of scientific (transformational) workflow, should be expanded in scope along two key dimensions.

The dimensions are: (1) Adaptation of the techniques to the transformational workflows used in the
analysis of transactional workflow performance, which holds the promise of improving our ability to evolve,
re-use, and integrate those workflows; and (2) Generalization of the techniques to work directly with trans-
actional workflows, which holds the promise of improving our ability to analyze and optimize transactional
workflow performance, provide decision support based on large volumes of similar medical cases, and de-
velop new ways to ensure and enforce compliance of workflows with enterprise policies and government
regulations.

3. The research community should include in its focus the expansion of current and new approaches to
address the needs of “long-tail” workflow applications, their interoperation, and their aggregation.

Attention should be given to developing data-aware workflow frameworks, design paradigms, lan-
guages, and implementation techniques that can seamlessly support workflow management deployments
for differently scaled problems, from very large scale to very small scale, and enable easy interoperation
between them.

4. It is essential that the core issues be studied in the context of deep collaborations between experts
Jrom Computer Science and Management Information Science on the one hand, and domain experts
(from business, digital government, healthcare, and science) on the other hand.

It is through this multi-disciplinary approach that the field will most efficiently develop the fundamen-
tal advances in Computer Science in ways that they can be applied to address the root causes of today’s
overarching workflow challenges.

5. Cross-fertilization should be fostered and/or strengthened along two dimensions: (a) incorporating
techniques from disciplines ranging from Computer Science, Operations Research, Management Infor-
mation Science, and Technology and Business Management into workflow and BPM; and (b) between
the different research communities that are studying workflow in different application areas.

Cross-fertilization will lead to a faster and deeper understanding of the fundamental issues shared by the
application areas, and enable quicker dissemination and adoption of techniques from one domain to another.
Some specific Computer Science technologies include cloud computing, software as a service, software
engineering, Human-Computer Interaction, data management, and distributed systems. Both formal and
systems aspects of these technologies are of fundamental importance.



1 Introduction

A business process is an assembly of tasks performed by human participants or by computing and other
devices to accomplish a business objective They naturally occur in all sectors of modern societies, in-
cluding governments, education, business, services, healthcare organization, and more. Examples include
approving requests for permits, licenses, or budgets, establishing laws, processing loan or other applications,
treating patients, etc. In many applications, business process models or schemas are designed and used to
guide execution of individual instances or enactments. Not only the number of enactments can be large, the
number of models in a single application context can range from hundreds (e.g., in a real estate management
office of a large city) to tens of thousands (e.g., in a super high speed train manufacturer in China). Based
on the nature of execution results, workflow can be divided into two kinds: transactional workflow that can
update shared databases or the environment (e.g., a loan application), and transformational workflow that
will compute outputs from all inputs acquired (e.g., scientific workflow). Note that repeated applications
of a transformational workflow always produce the same results, but this property generally fails for trans-
actional workflows. This report focuses on transactional workflow; an earlier report on scientific workflow
can be found in [24]].

Prior to the prevalence of computing and IT technology, managing business processes relies basically
on physical paper for documents, bookkeeping, records, letters, etc. and on better logistic arrangement of
offices and resources to remain efficient and effective. A major help came more than 30 years ago when
data management (software) systems became available. These systems automate storage and management
of some of more structured data in digital form. They not only are far more efficient than human, but
also provide more reliable and systematic support for data modeling and management. Data management
software provides a fundamental basis for managing business processes.

In response to the demand from applications for more automation, the word “workflow” was coined in
the late 80’s to refer to representation of business processes that can be understood by software systems. A
new class of software systems, called “workflow systems”, was subsequently born to assist in many aspects
management of business processes including but not limited to: managing business data and documents,
monitoring execution of activities, delivering data to the needed activities, logging business process exe-
cutions for many purposes (such as auditing and process improvement), and even providing new business
services (e.g., online banking/shopping).

Early research on workflow (management) systems narrowly focused on chaining together activities
concerning data accesses, extending the notion of database transaction. These studies were mostly reported
in the database research community and quickly revealed the difficulty of extending the ACID properties
to workflow transactions. The research activities soon quieted down. The workflow concept, however, was
picked up by researchers studying Petri nets. Models of business workflows focusing on fasks/activities and
their control flow were investigated, concerning verification of workflow, properties of workflow schemas,
etc. The exclusion of data in these models limits applicability of these work. This report thus aims at
workflows that include data as “first-class citizens”, or data-centric workflows.

In the last three decades application demand on workflow management has been growing rapidly and
created a huge opportunity for the software industry. Today, workflow management systems are available by
vendors (SAP, Oracle, IBM, etc.) and in the public domain (e.g., JBPM). However, beyond the ability to cre-
ate and execute workflow, existing systems barely provide sufficient functionality to support development,
analysis, evolution, and interoperation of workflow. This deficiency causes many difficulties in application
development. Development of workflow and its interaction with application data is not guided by any prin-
ciples. Decisions of what to be included are largely arbitrary. It is quite often that the number of factors
involved in workflow executions is large and there are also unpredictable number of uncertain factors. It

'In this report, “business” or “business process” refer generally to these activities rather than limiting to only profitable activities.



makes the workflow hard to understand and hard to manage. Also, much of development and management
activities of workflow is done by human and this often results in errors in the workflow (design inconsis-
tencies, omissions, etc.). For examples, a technical support system might not be aware of trouble tickets
that were not looked at for a long time, a city office real estate management office had to rely on telephone
recordings to reflect state changes of workflow enactments. Furthermore, there is generally no effective way
to figure out extra-functional properties (performance, availability, etc), e.g., for validation of workflow in
the context of compliance (e.g., legal requirements and changes) and constraints (e.g., run-time resource
scheduling). Workflow development relies mostly on experiences, and it occurs often that two similar ap-
plications end up with very different designs. This is a genuine source for the challenge of interoperation
and integration of workflows. Last but not least, making changes to workflow remains a highly difficult
problem. In particular, this inability to change is aiding the “long tail” phenomena [4] and hurting workflow
applications. The long tail phenomena refer to the situations that while normal execution scenarios of a
workflow are a majority and usually specified in the workflow schema, there is a large number of different
types of infrequent abnormal scenarios. Most of these abnormal scenarios need ad hoc handling by human
and are more costly. On the other hand, including a large number of abnormal scenarios in the workflow
schema would significantly increase the development cost. Perhaps the only solution lies in automating the
discovery the abnormal scenarios and inclusion into the current workflow.

Clearly, effective support for performing and managing business processes efficiently can significantly
reduce cost, increase productivity, and have very positive societal and economical impact. Over the last
decade, research activities on workflow systems have been significantly increased. However, most of these
research activities happened within individual application areas, namely business, digital government, and
healthcare delivery in isolation and without much coordination and collaboration cross application areas.

In order to address overall challenges of workflow development fundamental to all application areas,
and to formulate key research challenges, this workshop was held. It assembled practitioners from gov-
ernment agencies, healthcare organizations, health data exchange consortium, and researchers in data man-
agement and software systems, in business process management, in digital government, and in healthcare
delivery for a 2-day meeting with alternating presentations and discussions. (The complete list of partici-
pants is in page 2 of this report.) The workshop identified six research challenge themes for data-centric
workflow and made five findings and five recommendations. The findings and recommendations are listed
in pages 4-5 of this report.

Six research challenge themes are the following. (1) Holistic conceptual models that include evolving
data, performers, resource, and process flows can lay the foundation for making workflow understandable,
reasonable, and flexible. (2) Not only workflow consumes and generates new data, workflow can also be
viewed as data. This includes both the workflow schema and provenance of workflow execution. Effective
tools for managing and reasoning the workflow data provide a significant help in dealing with some of the
current difficulties. (3) Reasoning techniques should be developed and practical design methodologies can
help simplifying management problems. (4) Better understanding of system issues for workflow design
and execution may be a key to obtaining independence properties similar to data independence in database
systems. (5) A workflow changes often during its lifecycle. Workflow analytics should provide tools and
techniques to support making decisions concerning changes including impact of changes and making sug-
gestions of changes. Process mining provides methods to obtain workflow schemas from execution logs that
are an integral part of analytics. Finally, (6) research on workflow interoperation and integration must be
paid a significant effort.

Among the recommendations, three of them concern in-depth study on data and workflow. In addition
to pointing out the promise of data-centric approach to workflow modeling, one recommendation encour-
ages further investigation into workflow as data, and the other urges development of techniques for dealing
with the long tail problem based on workflow models with data. The workshop also emphasizes the ne-
cessity of inter-discipline collaboration for workflow research among scientists in computer science and



management information science and experts from application domains. The final recommendation elabo-
rates two dimensions, namely technologies and application domains, along which cross-fertilization can be
most effective.

Incorporating data into workflow modeling is a relatively young idea, this workshop focused on the
modeling approach and conceptual issues that are of immediate concerns, rather than trying to include
all workflow issues. Notably missing from this report are the issues of privacy and security—extremely
important for most workflow applications, resource modeling and management, and organization models.
Once a basic understanding of the data-centricity for workflow is obtained, it will then be a better time to
consider these important issues.

This report is organized as follows. Section 2] elaborates in detail the difficulties in workflow applica-
tion development. Section [3| addresses the need for elevating data and tools concerning data in workflow
research and development. Section[d]discusses each of the six research challenges. Section [S|raises the con-
cern on isolated workflow research activities in application domains and recommends collaboration among
researchers in computer science and management information systems and experts in application domains.

2 Demands in Increasing Automation in Business Process Management

Business processes occur in almost all organizations, such as schools, government agencies, business, hos-
pitals, etc. and often in the form of routine tasks in the daily life such as shopping, banking, shipping
packages, checking in/out books from libraries. A trend rapidly impacting business processes is that an in-
creasing number of business processes are being helped and managed by special purpose software systems
called workflow systems. For example, the worldwide market revenue of software products related to busi-
ness process management was $250 millions in 2001, grew to $1.8 billion in 2008, and is expected to reach
$7 billion by 2018 (according to a 2012 WinterGreen Research study). If middleware is also included, the
market already reached $16.1 billion in 2010 by a 2011 IDC study (International Data Corporation). It is
estimated that the growth rate of BPM Suites (workflow engines and associated products) has been around
50% in Americas and Europe and close to 40% in Asia/Pacific. The primary driver for adopting BPM (work-
flow software) is “automation or accelerating highly manual process”, with “understanding process” being
the most important obstacle to overcome.

From the technology perspective, a fundamental deficiency today is the lack of effective tools to support
development of business processes (both software and manual) and workflow to capture, understand, analyze
application data (analytics and decision support), and how/why a workflow operates.

Business process and workflow design and management, in general, need to distinguish between and
address two types of complexity: (a) detail complexity, which relates to a high number and relationships
of variables involved in a workflow including enactments, and (b) dynamic complexity, which relates to an
uncertain number of variables and uncertain relationships involved in a workflow including enactments of
workflows coupled with unpredictable interactions between variables. While workflows coping with detail
complexity appear as highly structurable or pre-programmable, at least in principle, workflows addressing
dynamic complexity such as situational unpredictability (for example, regarding time and space), unforesee-
able resource constraints, and constrained information access including information distortion might need
different approaches, which might include algorithmic and non-algorithmic approaches.

Consider the chronic disease management of type II Diabetes Mellitus as an example. Optimal work-
flow management of diabetic patients requires melding of patient controlled workflows (diet, exercise, self-
medication, plasma glucose assessment, etc.) necessary for the individual compliance with treatment, with
clinical workflows such as medication dosing, surveillance, and prevention of complications which may be
performed by a physician or their designated surrogates. Overlaying these clinical processes are admin-
istrative workflows and data requirements in support of billing and coding which will become even more



critical and complex as the industry adopts pay for performance. Adding the possibility of additional patient
chronic disease layers (hypertension, congestive heart failure, etc.) each with its own clinical and adminis-
trative workflow needs, the ever-changing nature of therapy and the requirement to provide general care to
the patient within the variable context created by the chronic disease(s) makes the magnitude of the problem
apparent.

Government agencies have to manage cases of varying complexity and resource intensity (for example,
from construction permit applications to terrorist attack prevention or recovery). While workflows follow a
general scheme from triggering event, official case initiation, case investigation, evaluation, response prepa-
ration, negotiation, response execution (including legal filing if appropriate), and recording/archiving, they
may vary widely in their exact sequences and enactments across cases, agencies, and jurisdiction. Like in
health care, government data sets are large, noisy (of variable certainty, reliability, and contextual relevance)
and constantly changing over time, both in content and format (data schema). Despite explicit and detailed
rules, regulations, statutes, the same workflows can produce case outcomes of great variability. Cross-case
workflow enactment analysis might greatly help increase consistency of decision making across cases and
establish an effective case controlling mechanism. They might become instrumental for overhauling and
streamlining workflows including the necessary revision of rules, regulations, and statutes.

Increase automaton for complex business processes needs tools to support the automation of workflow,
Jfrom workflow schema design, evolution, to integration, including the run-time support, dynamic adaptation,
and process improvement.

When increasing the degree of automation of health care workflows described in scenarios mentioned
above, workflow schema design and workflow execution become a moving target for developers necessitat-
ing great flexibility and room for both growth and evolution. For example, from the patient point of view,
appropriate caring often requires integration of data sets from various sources such as hospitals, labs, spe-
cialized physicians. The care is carried out by layered and judicious prioritization of multiple distinct and
evolving workflow or protocol elements.

In government, over the past thirty years quite a few efforts have been undertaken to streamline pro-
cesses. The Paperwork Reduction Act of 1980, the Clinger-Cohen Act of 1996, and the Electronic Gov-
ernment Act of 2002 exemplify legislative initiatives aimed at improving the effectiveness of government
operations by cutting down on unnecessary complexity and using ICT for supporting business processes.
In 1999, the Clinger-Cohen Act instigated the development and implementation of a Federal Enterprise
Architecture Framework (FEAF). The FEAF layers comprise various interrelated reference models (perfor-
mance, business, service components, data, and technical reference models) and have helped guide process
re-engineering and ICT infrastructure redesign, at least, with regard to shared federal assets and resources.
However, while FEAF has undoubtedly helped develop a more coordinated and strategically aligned ap-
proach to government information sharing and ICT enablement among federal agencies, federal agencies
have still a long way to go before a truly integrated process and workflow landscape emerges. Furthermore,
the enterprise architecture used in the Federal Government has no equivalent in many of the fifty states or the
around 3,200 counties, let alone the 60,000 smaller local governments and other local jurisdictions. Since
the various levels of government cannot be forced to comply with federal standards, the evolution of process
standards will most probably be slow and partial.

However, standardized architectures are the prerequisite for smooth integration of processes and inter-
operation of systems. Remarkably, independent jurisdictions have demonstrated a willingness and capacity
to effectively collaborate in terms of process/information integration and system interoperation even over
extended periods of time, if a shared interest is strong and persistent enough. Automated tools, which let
government agencies thoroughly but quickly compare processes, workflows, and methods in use, analyze
gaps, help them design and prototype integrated workflows and integrated enactments would be highly sup-
portive of cross-jurisdictional initiatives for process/workflow integration and system interoperation. Despite



all detail complexity, governments themselves and in collaboration with other governments and businesses
have a need and demonstrate a willingness to simplify and streamline processes and workflows. Tools for
schema design, integration, and evolution of integrated schemas would have to be reflective of the varying
levels of formal training and expertise of government ICT personnel. Runtime execution, monitoring, and
support of integrated workflows enabled by inter-operating systems might also require sophisticated tools,
which has to be operated by a workforce with diverse training backgrounds and expertise.

Furthermore, many complex business processes require automation with guarantees, specifically, tools
to support the specification of “extra-functional” properties (performance, availability, etc., essential for
service level agreements or SLAs) and their validation in business process routines, procedures, and pro-
tocols in the context of compliance (e.g., legal requirements and changes) and constraints (e.g., run-time
resource scheduling).

Automated health care workflows require execution guarantees far beyond simple “best of effort” in sev-
eral dimensions such as real-time, availability and business continuity (e.g., in a hospital), and accountability
due to legal and ethical concerns. Generally, modeling and implementing reasoned workflows tailored to
contextual synthesis of data will provide multi-factorial decision support for relevant pattern recognition, in
initial evaluation and diagnosis, chronic disease management, jurisdictional reporting, clinical and adminis-
trative performance analytics, administrative accounting, conflict resolution amongst competing priorities,
intervention, relevant surveillance, and education.

Government rules, regulations, and statutes (in the following just “rules”) do not only present a chal-
lenge for businesses and other non-governmental organizations but also for government agencies themselves.
Since those rules keep changing over time, government-internal workflows also need to be modified, added,
or replaced. Those changes in rules occur with unpredictable frequency and to extents unforeseeable. On
the one hand, changes over time will make process mining across previous workflow enactments the more
challenging the more changes have occurred. On the other hand, the very nature of frequent changes in
rules makes a strong case for data-aware tools and methods, which may help automate the monitoring of
compliance with rules inside and outside government.

Law enforcement has increasingly relied on computer-aided analysis and data mining methods. With
regard to the upcoming badly needed changes of rules in the financial sector, for example, the foremost
problem regulators face is not the definition and scope of the new rules but rather their enforceability. This
is where data-aware workflow management might help add a dimension of enforceability not available
before. Real-time auditing and transaction tracking with embedded rule-compliance checking would enable
regulators to make effective rules, which are harder to circumvent. With regard to compliance surveillance,
it is not only necessary to monitor in detail, in which ways data have been processed but also which exact
data were provided by whom and when before any processing took place. The traceability of information
provenance is a cornerstone of rule enforceability. Ideally, with workflows designed and used in a data-
aware fashion, electronic traces would be searchable and findable not only in real time but also after the fact
via targeted pattern searches and other algorithmic approaches. Built-in data-aware traceability might even
become a central element of new rules in the financial sector.

A key difficulty many businesses facing currently is the lack of techniques and tools for supporting in-
teroperation and integration of automated complex business processes with guarantees, including evolution
and validation aspects.

Consider as an example the expense reimbursement process at a university for participants traveling to
a workshop that is funded by an NSF grant. This scenario involves at least the administrative and accounting
units and is further complicated by the facts that the workshop is held at a different city with participants
coming from all over the world who may not be employees of the university. Also the funding agency may
determine that US carriers be used for international flights, and some participants may have a combined trip
for multiple purposes. The logical entities involved in the reimbursement workflow include the Reimburse-
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ment Request (RR) form, receipts, the trip, the traveler, the grant, the PI, and the department chair. The
processing of an RR starts with the submission of a completed RR-form with all necessary receipts. Upon
receiving the RR form and receipts, an administrative assistant fills out a standard form used by the univer-
sity accounting and does an initial examination of receipts and other constraints. The PI and the department
chair approve the form (in that order). The workflow then resumes in the accounting department where sev-
eral steps are taken. First, validity of expenses is checked, this includes expense types and amounts, daily
limits, etc., provision of receipts is verified for all expenses where required, and necessary signatures are
in place. Accounting office will then sum up the expenses and compute overhead (note that the overhead
rate for the PI and other participants are different). To complete the workflow, the corresponding research
grant is debited, and a check is produced and sent to the traveler. During the processing, the traveler may be
requested for more information (evidence, justification, etc.) if needed.

There are many issues arising from this workflow alone. One interesting and challenging issue con-
cerns workflow interoperation. Consider the case where a traveler from a foreign institution combines her
workshop trip with her trip to visit a company. In that case she would like to reimburse part of her trip
expenses from the university and the remaining from her institution. Suppose she starts both reimbursement
workflows roughly around the same time, clearly there will be interactions between the two workflows. The
traveler will unfortunately serve as the “hub” between the workflows. For example, if she has only one set
of receipts and both the university and her institution need (to examine) the original receipts, she will be
rather involved in resolving this issue. Also, suppose she paid her expenses with her corporate credit card,
she might have to receive check from the university and then pay back to her institution. It would be much
desirable to empower the traveler to facilitate interoperation between two workflows, rather than overburden
the traveler unnecessarily.

The need for integration and interoperation arises virtually in all application areas. From a patient point
of view, contextually relevant health care data comes from multiple jurisdictions (personal health records,
EHR’s, ED records, multiple clinician offices, public health agencies, medical literature etc.), databases
(records) and time periods. From a provider point of view, interactions among the general and specialist
physicians, hospitals, laboratories, insurance companies, governments, and the patients, interoperation and
integration of each one’s workflows is needed for the elimination of paper files.

In government, process and information integration enabled via system interoperation can be viewed
as the premier challenge of government in the information age. The greater challenges in this particular
area might not even lie in the area of technology, which provides ever more powerful tools and methods for
system interoperation and even dynamic inter-operability. Unlike business with its more or less monolithic
and hierarchical governance structures, government operates in an environment with deliberate division of
powers. The founding fathers were unanimous regarding no other principle more than the prevention of a
central and overpowering type of government in this country. Extended process and information integration
in government, however, might have the capacity to ever so slightly move the constitutional system away
from its engrained principles. The question, hence, is how much process and information integration enabled
via system interoperation can be afforded or tolerated before core constitutional principles are compromised.
Where is the demarcation line, beyond which the system of checks and balances and the factual division
of powers would have ceased to exist? In other words, resistance to process and information integration
in government might become stiff even from within government (for example, between the Feds and the
States, the State and the counties, etc.), which could make projects aimed at cross-governmental workflow
integration and system interoperation an arduous undertaking.

While the space, in which governments can integrate their processes and information sources on the
basis of system interoperation without meeting increasing resistance, still needs to be charted out and better
understood, integration and interoperation have successfully been practiced in government at all levels and
in all branches. Emergency and disaster response management (EDRM) and recovery provides an example,
which demonstrates how better process and information integration based on effective system interoperation
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can mitigate the adverse effects of emergencies and disasters. However, EDRM also demonstrates how
difficult an integration/interoperation effort can become in the practical case of a disaster despite integration
and system interoperation. Responding to a disaster is highly complex in terms of the simultaneity of
tasks and workflows, with at times unpredictable interplays of tasks and workflows, and particularly in
workflow interruptions via superimposition of higher-priority tasks. In disaster response management the
latter problem frequently occurs even in a cascading fashion. While cascading interruptions of workflows
are most prominent in EDRM, they are also a typical phenomenon in Daily Routine Operations (DRO).

Hence, from a perspective of current knowledge it appears unlikely that algorithmic tools and methods
can be designed, which comprehensively address and solve the problems of dynamic complexity, for ex-
ample, as outlined above. However, even partial solutions in terms of process and information integration
and system interoperation would have the capacity to significantly improve EDRM and DRO in terms of
more informed decisions. For example, data-aware workflows in EDRM could be designed in a way that
the workflow enactment at the point of interruption would be fully captured and stored. While upon re-
suming the interrupted task major variables might have changed their values and even new variables might
have appeared, EDRM personnel would have far better information at hand before and upon returning to the
interrupted task. Even a sensor- or human-based monitoring left with the affected site at interruption could
be envisioned, which updates the interrupted workflow enactment and continuously provides the disaster
responders with new clues.

Business process and workflow automation must effectively deal with variability, in particular, “long
tail” phenomena, and need tools o support evolution.

Unlike traditional software systems, a business process is often expected to have exceptional situations
that happen with a small probability and deal with them effectively. The long tail phenomenon refers to the
fact that there are many such types of exceptional cases [4].

Virulent infectious diseases provide a complex example of the challenges created by the workflow needs
of multiple agencies (clinicians, health care systems, public health agents, and governmental organizations)
which are often in conflict or may come into conflict as the outbreak evolves and the overall response must
adapt. Existing limitations of our current system begin with clinician recognition of disease and the potential
threat of spread. If the disease is unusual, the clinicians may not be up to date on the initial diagnosis, treat-
ments, and policies and procedures regarding related reporting requirements. The confirmatory tests may not
be readily available. The systems in place to initiate tests, capture test results, share results with necessary
partners are inconsistent, non-inter-operable, and often manual. Clarity of reporting responsibilities—i.e.
who do I report to—are unclear and involve multiple actors in including the public health arena (local, state,
federal and others). Patient confidentiality restrictions are complicating factors. The facility for retrospec-
tive identification of additional patients who satisfy the criteria of the now recognized outbreak is limited by
the inability to mine populations of data (How many people had the following 7 symptoms within x miles
of the following locations—how many people are in this person’s social network, travel, etc.) Adaptation of
the usual clinician workflow in light of the threat requires atypical knowledge and processes. Governmental
challenges include decisions such as when to employ public resources to respond in nonclinical ways (in the
West Nile example, spraying still water; swine flu, closing schools, restricting travel). At some point in the
outbreak health care should move from a per patient delivery model into a public health threat. Metrics and
reasoning processes to identify such tipping points are often absent or ambiguous. Clinician data critical to
engage the business rules regarding situationally appropriate responses to the level of threat are not always
readily available to decision-makers at all levels. Cross disciplinary problems abound such as how to prevent
the “worried well” from overtaxing clinical resources.

When increasing the degree of automation of health care workflows described in the above scenarios
(e.g., in workflow protocol and process optimization), workflow schema design and workflow execution
become a moving target for developers necessitating great flexibility and room for both growth and evolu-
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tion. For example, from the patient point of view, appropriate caring often requires integration of data sets
from various sources such as hospitals, labs, specialized physicians. The care is carried out by layered and
judicious prioritization of multiple distinct and evolving workflow or protocol elements.

3 Trends Towards Data-Centricity in Workflow Management

Data plays a critical role in virtually all workflow applications. The first evidence is that data and its associ-
ated semantics is a fundamental piece in formulating workflow semantics, i.e., what actually a workflow per-
forms and how its actions are related to the environment/context. Consequently, the data faithfully records
the progress of individual workflow executions (instances), including execution status, resource usage and
status, and correlations with other workflow instances. The third aspect is that executing a workflow would
generate additional data for a variety of reasons such as monitoring for performance or business concerns,
auditing, compliance checking, etc. Finally, even workflow schemas and enactments can be viewed as data
so that they can be managed, queried, mined for processes, and analyzed.

This section provides an overview of emerging trends and approaches to incorporating a philosophy of
data management into the realm of workflow management. Two broad themes have arisen, which are briefly
described in the first two subsections. The third subsection describes some of the evidence that suggests that
data-centric perspectives on workflow can help to resolve the application challenges described in Section 2}

3.1 Data-aware workflow

Early research and tools for workflow and business process management understood the intimate relation-
ship of flows of tasks and the data used by the tasks to record their impact. For example, the STEP system
specified workflow processing in part using Event-Condition-Action (ECA) rules that acted on underlying
databases [36] In the 90’s, however, attention began to focus largely on the activity flows, with the data
being manipulated becoming a second-class citizen and in some cases largely lost from view. This trend is
also reflected in the closely related area of composition for SOA and web services, which has emphasized
standards such as BPEL, that are founded on process calculi and emphasize message passing but ignore how
persistent data might be stored and manipulated. Over the years, disparate conceptual models have arisen to
capture some aspects of the data, including the emergence of workflow analytics and extract-transform-load
(ETL) systems, which generally use the relational database model to support historical views and queries
over workflow enactments, and vocabularies and rule languages for specifying the rules and requirements
to be satisfied by the workflow enactments. Yet other models have been used in connection with complex
event processing (CEP) and the management of the actors involved with performing workflow actions [3]].

Beginning in the late 1990’s, there has been a small but growing trend to bring the data back to a level
of prominence, and more recently, to experiment with approaches that attempt to tightly combine the data
and process into the core building blocks of workflow specifications. These approaches hold the promise of
providing the foundation for a unified, holistic conceptual model into which the other aspects of workflow
can be incorporated. This subsection briefly highlights some of the key developments that are shaping this
trend of “data-aware” workflow models.

An important early development in data-aware workflow was the emergence of document engineering
[35], which focuses on the “documents” or data values that are passed between (sub-)organizations in a
workflow. This approach is very natural in the context of the Web’s Representational State Transfer (REST)
[29], which enables a loosely coupled style of service composition with its focus on specifying how re-
sources (documents) are transferred between services, the internal operation of the services, and the ways
they might be sequenced, are not part of the specification. Several products have been developed around this
perspective, including IBM’s FileNet.
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The area of data services in the context of Service-Oriented Architecture (SOA) is quite relevant to data-
aware workflow at the infrastructure support level. As noted above, SOA has focused largely on the process
flow of services, with little attention to the persistent data that the services manipulate. Data services enable
architects to reveal key data sets and the supported create, read, update, delete (“CRUD”) capabilities, all
within the SOA framework. Data services often focus on families of key business entities, such as customer
or product. BEA Systems (now Oracle), Composite Software, IBM, Microsoft, RedHat/MetaMatrix, and
DataDirect/XCalia are among the growing list of enterprise infrastructure software vendors that recognize
the important role that data services can play in SOA and business processes. All are either offering or
developing products that simplify the problem of service-enabling data.

More recently, workflow models have emerged that support a much tighter coupling of the data being
manipulated and the sequencing of activities that perform those manipulations. A central notion in this
work, called here dynamic artifact (originally introduced as “business artifact” [53l]), is used to capture the
essential properties of key conceptual objects which evolve as they move through a workflow. There are
two essential components to the specification of a class of dynamic artifacts: (i) a data schema (or infor-
mation model) for holding information about the artifact as it moves from creation, through the workflow,
and in some cases, to archival storage, and (ii) the lifecycle schema which describes how and when tasks
(or services) might be invoked on the artifacts as they move through the workflow. A prototypical example
of an dynamic artifact is the notion of “air courier package delivery”, whose data schema can hold infor-
mation about a package including sender, receiver, the steps occurring in transport, and the billing activity,
and whose lifecycle would specify the possible ways that the delivery service might be carried out. Indeed,
the typical package tracking information provided by commercial delivery services can be understood as
providing a subset or “view” of the data value associated with the delivery artifact as it progresses through
the courier’s workflow, along with an abstracted view of the lifecycle, shown as the likely steps that will
lead to completion of the enactment. The basic notion of dynamic artifact have been called variously “busi-
ness artifacts” [53) 18] 140, [7]], “business entities” [67]], “business objects” [51], “adaptive documents” [46],
and “adaptive business objects” [52] in various research and industrial endeavors. In application, systems
based on dynamic artifacts typically involve several distinct artifact types, and communication and synchro-
nization between related artifact instances must be supported. A pre-cursor of dynamic artifacts was the
notion of proclet [69], which provides constructs for specifying workflows as weakly-connected interact-
ing lightweight workflows; this allows a shift away from having to create a single, monolithic overarching
workflow for an organization. That work focuses mainly on specification of process flows within a proclet
(using Petri nets), and communication between proclet instances based on a language/action perspective
(e.g., [30D).

Dynamic artifacts are closely related to the notion of “case” in the context of case management sys-
tems. Both involve the notion of a conceptual entity that progresses through time, according to some set of
guidelines or lifecycle schema, and both taking advantage of a growing set of data that tracks the lifecycle.
Dynamic artifacts are intended for use in a wide variety of application domains, some of which are not
typically viewed as cases. Furthermore, with dynamic artifacts it is typical to have two or more dynamic
artifact types that have some interactions, whereas a given category of cases often stands alone, with little
or no interaction with other categories of cases.

There are parallels between the artifact approach to business operations modeling and the Entity Rela-
tionship (ER) approach [[18] to modeling the data managed in a business. Both are systematic approaches
that use a small set of natural and intuitive constructs. Also, dynamic artifact specifications are actionable,
in the same way that ER diagrams are actionable, i.e. the specification can be used to automatically generate
an executable system. There is a contrast between how information is typically clustered in artifacts vs. in
database schema design and document management systems. With database schemas, there is a tendency to
break data into fairly small “chunks”: ER-based techniques use separate entity types and their relationships;
normal forms for relations break data apart to avoid update anomalies. This is valuable when data is used
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by a variety of applications. Similarly, document management systems often focus on the company’s literal
document types rather than on the single conceptual entity that multiple document types together represent.
In contrast, an artifact information model clusters the various kinds of data which correspond to the stages
in the dynamic artifact’s lifecycle.

3.2 Workflow as data

The second broad trend in data-centric workflow is that of using data management perspectives and tech-
niques to understand how workflows have performed and are performing. It is fruitful in different application
areas to consider both workflow schemas and workflow enactments as data. This approach is deeply im-
portant, regardless of whether the underlying workflow is transactional or transformational, and whether it
is process-centric or data-aware. This subsection presents three challenge areas where the perspective of
workflow as data is critical, and describes techniques that are being developed to address them.

The first challenge area concerns scientific workflow. As some branches of science started to use ex-
tended computational processes to explore large-scale data sets, it became imperative to be able to accurately
record, and faithfully replicate, the computations. As reported in the NSF Workshop on Challenges of Sci-
entific Workflows in May, 2006 [24] (see also [21])), it became apparent that workflow was an appropriate
technology for both managing the computational processes, and recording their provenance or history. In-
deed, for the context of transformational workflows, the field of scientific workflow has contributed greatly
to our understanding of how to view workflow schemas as data, including the development of techniques for
storing and querying libraries of workflows (e.g., [31, 9, [17]). Another useful direction has been in the area
of modifying and splicing of these workflows, in order to customize the “product” (or output) of a scientific
workflow, or to create a family of products through slight variations in the workflow used.

The second challenge area is the need to be able to effectively and efficiently query large numbers of
health care cases, which are enactments of health care protocols. In this context, a protocol is essentially
a workflow schema, possibly with conditionals, that describes the steps to be taken during diagnosis and
treatment of a patient condition (or set of patient conditions). For example, the Clinical Data Interchange
Standards Consortium (CDISC) is working to develop a framework and techniques for maintaining all of
the data arising from clinical trials in the U.S., and supporting effective query capabilities, to retrieve the
information about both the protocols experimented with and the enactments that occurred during the exper-
iments. A significant challenge here is the high variability of the enactments, because participants in the
trials sometimes forget to take a medication on time, or miss a required visit to the clinic for testing during
the trial. Another application of protocol enactment querying is in decision support for routine medical care.
In the vision of Lifecom and others, while diagnosing a patient a doctor could be provided with access to a
computerized system that can sift through large numbers of protocols and associated cases that are similar to
the symptoms exhibited by a patient (and also the enactments of clinical trials with related protocols). The
system could suggest further diagnosis steps to the doctor, and indicate the statistical outcomes associated
with different treatment plans. More broadly, support for ad hoc and/or automated data mining across both
protocols and cases should reveal a wealth of useful, but currently inaccessible, medical insight.

The challenge of querying health care protocols, enactments of them in clinical trials, and also cases,
can be viewed as challenges in managing provenance in transactional workflows. Some recent research,
complimentary to the work in scientific workflow, is laying some foundations for a principled study in this
direction Specifically, works such as [5, [26] are developing techniques for querying large libraries of BPEL
specifications, and querying repositories of enactments of a BPEL specification. Another, largely unex-
plored aspect of managing provenance for transactional workflow concerns the creation of new workflow
schemas from existing ones, through local modifications and customizations, or through splicing and other
“algebraic” manipulations. Research challenges arising from provenance, for both transformational and
transactional workflow, are discussed in Subsection .2 below.

15



A third, very broad challenge area arising in the context of business processes and workflows, termed
workflow analytics, involves enabling stake holders of a family of processes to understand how they are
working, and how to improve them. Much of the work to date in this area has centered around business
intelligence, which comes down to the effective use of information that is Extracted, Transformed, and
Loaded (ETL) from business process logs and related data. A key challenge is to identify which data to
gather and how to transform and analyze it, in order to measure how an enterprise is performing against
key business objectives and policies. Interestingly, an ETL process can be viewed as a transformational
workflow, and so techniques from scientific workflow might fruitfully be applied in this domain. Research
challenges in this area are discussed further in Subsection {f.5]below.

The area of process mining 2,134, 68| provides an additional tool in support of workflow analytics. This
work starts by looking at large repositories of logs generated by workflows, and attempts to reverse-engineer
the specifications of the processes underlying those workflows, that is, the workflow schemas. This area is
motivated by two facts: (a) many real-world workflows include large portions that are manual, and so an
accurate workflow schema does not exist, and (b) even when the workflows are automated, they are written
directly in programming languages such as Java or COBOL, and so the underlying workflow schemas are
obscured. In addition to obtaining a specification of workflow schema actually guiding a process, techniques
from process mining can help with conformance testing (e.g., is a workflow complying with a policy or
regulation). Some research challenges in this area are discussed in Subsection

4 Research Challenges

4.1 Unifying, holistic conceptual models for transactional workflow and business processes

Typical in many computer and information management domains, the conceptual model used in a system
has a tremendous impact on how easy or hard it is to design and use the system, and as a result the various
costs involved with employing the system in applications. As a case in point, the shift in database manage-
ment systems from the navigational models for data management (network, hierarchical) to the relational
model enabled a substantial transformation in how people manage data, greatly simplifying and reducing
the cost of designing, deploying, and maintaining database management systems. The goal of developing a
new style of conceptual models E]for workflow, which combines at a fundamental level the key constructs of
evolving data, process flows, and performers (human participants or device/systems), is to enable an analo-
gous transformation in the field of workflow management, enabling dramatic improvements around enabling
stake holders to specify, deploy, and understand workflows, and for the workflows of different organizations
to inter-operate effectively.

The widely accepted approaches for the management of transactional workflow today start with a con-
ceptual model primarily focused on the process (or control) flow. The impact of these processes on sur-
rounding data is either not modeled at all, or considered only in terms of the flow of data objects between
activities with little focus on how the objects are being modified in the persistent store. For example, the
notions of pools and swimlanes in BPMN can be used to partition a workflow, with the ability to model
messages between different pools and control flow transition between swimlanes. However, the (persistent)
data being read or written by the processes, and records about impacts made to the outside world, are essen-
tially treated as second-class citizens: they are either not modeled, or modeled implicitly as annotations for
human consumption. Because the data aspect is not central to the core conceptual model, the ways that data
usage and manipulation are incorporated into an operational workflow system are often ad hoc, differing

?In this document we follow the traditional terminology of the database and workflow communities, where “(conceptual) model”
refers to a framework (e.g., the relational model) that provides the structuring primitives for “schemas”, which are used in support of
specific applications. The Business Process and UML communities typically use the terms “meta-model” and “model”, respectively,
for these notions.
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from implementation to implementation. Indeed, this emphasis on the process flow, together with the lack
of explicit constructs in the core conceptual model to represent the (persistent) data being used and manipu-
lated, is a fundamental barrier to many of the challenges encountered by current technology for transactional
workflow, as outlined in Section [2 above. Similarly, the relationship of performers to a workflow is typi-
cally incorporated as a layer on top of the processing, and using a simplistic model of performers based on
the “roles” that they can play. Notions subordinate relationships, legal and policy constraints, management
responsibilities, delegation, training of performers, teams of performers, and collaborative performance of
activities are largely overlooked in current approaches.

In contrast, the growing area of Case Management embraces data as a first-class citizen, and focuses on
the case object (or folder) and its lifecycle schema as the primary building block. While there are industrial
case management products, and some technical articles focused on case management models (e.g., [71} 23]),
the area is still in its infancy in comparison with the process-centric approaches. For example, the first
serious effort to develop a standard for case management models is underway at the time of writing, under
the auspices of the OMG [57].

A fundamental goal for the community is to converge on a widely applicable conceptual model for
transactional workflow that unifies, at a basic level, the three primary components of evolving data, process,
and performers. Achieving this goal will require several years of research effort, developing and refining
candidate conceptual models, creating prototype systems and applications that use them, and studying them
from a variety of perspectives, including applicability in diverse domains, surrounding capabilities and tools,
human factors, and theoretical foundations. The case management approach, because it is already available
in substantial products with significant customer bases, has the potential for growing to support the data-
aware, expressive, flexible, declarative, modular transactional workflow model.

Transactional workflow systems facilitate the management and coordination of (a) activities within
which (b) performers (people, computers, external entities) perform tasks, which generally use and manip-
ulate (c) persistent data, and sometimes include effects on the outside world. The selection and timing of
individual activities may be determined by the workflow schema and the current status of an enactment, or
by the performers, possibly subject to constraints specified in the schema. The intent of a good model is to
provide a useful and efficient basis for essentially all of the functions of transactional workflow management
and surrounding capabilities. As such, the ultimate test for these models will be their applicability, their ease
of use, the extent to which they can save time and effort as compared with current approaches, their ability
to support modularity and reasoning, and the extent to which they can be used in new application areas.
Some of the most important characteristics anticipated for the eventual model are now listed.

Understanding and visibility. Workflow and business process schemas are often the primary interface be-
tween different groups of involved participants, including at least business managers and software engineers.
Partly due to the traditional division of academic disciplines it is often the case that in an application context
these two groups of people possess disjoint technical backgrounds. As a result, workflow schemas that are
understandable and usable by one community are typically not understandable and usable by the other. This
leads to significant communication problems, and a significant cost as the two groups work towards a de-
ployment of the workflow processes that the business managers desire. In some cases the software engineers
cannot fully support the desires of the business managers, and so there is inefficient use of the workforce
that is guided by the workflows.

The ideal workflow model would be based on constructs that are understandable at the business level,
and precise enough (or can be augmented to be precise enough) for implementation and deployment. We
note that in the realm of data management the Entity-Relationship (ER) model plays this role. As with
the ER model, tools should emerge for translating, in a fairly direct way, the business-level understandable
workflow schemas into lower-level models that can be implemented and optimized.

The ideal workflow model should support hierarchical modeling approaches and modularity to allow
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workflow schemas represented in meaningful chunks that can be aggregated. Modularity can enable in-
depth consideration of one part of a workflow (schema or enactment) with little or no detail on other parts.
The ability to examine workflow schemas with varying levels of details (or abstraction) is a tremendous help
to business process stake holders. For example, this could enable to visualize the progress of the evolving
data, process, and performers in individual enactments, and to visualize the aggregate behavior of families
of enactments.

Some preliminary candidate models in this direction are the case management proposal of [23] and the
Guard-Stage-Milestone (GSM) variant of business artifacts [42]. Reference [71]], if extended with some
form of hierarchy, might also serve as in important preliminary candidate model.

Flexibility. As discussed in Section 2] transactional workflows in practical settings need be flexible along a
number of dimensions. These include (i) explicit support for a generic or global view and understanding of
the schema, and for specifying specializations or variations, e.g., for different geographic regions, different
kinds of customers, etc.; (ii) support for incorporation of new variations at a dynamic level, during run-time
of an enactment; and (iii) support for evolution as business requirements, government regulations, and other
aspects change.

By using evolving data rather than process as the backbone for a workflow model, there is a strong
potential to use declarative approaches to support the different forms of variation. Research has already
emerged on the use of declarative approaches to specifying process-centered workflow [[72} 160, 38], but these
do not incorporate data as a first-class citizen. As a result, basing variation on the data already accumulated
and/or modified by an enactment is not possible. Research into declarative variants of business artifacts
(e.g., [, 27,19, 42]]) focus on verification and basic modeling, but not on support for variation.

Rich model of performers. Incorporating data into the core of a workflow model offers rich opportunities
for sophisticated modeling of how performers (human or otherwise) can participate with a workflow enact-
ment. For one thing, the assignment of activities to performers can take into account the activity, the status
of the processing, and importantly, information based on the evolving data associated with an enactment. It
is natural to include in the evolving data the information about who has performed which activities. This
could be used to enable continuity with regards to who is performing activities: for example an accountant
who did one activity early in an enactment must be assigned (or avoid) some later activity in the same or a
related enactment. The explicit, testable presence of data and the processing status also permits the specifi-
cation of rich access controls that restrict read and write capabilities of performers based on their role, the
activity to be performed, the status of the processing and the status of the evolving data [52].

It is also natural to expand the underlying model of human performers. This can include typically
organizational relationships such as subordinates and teams. If there is a hierarchy in the processing model,
this would allow assignment of a large cluster of activities to a manager, who in turn might allocate sub-
clusters of the activities to his subordinates or other specialists. It would also allow substituting one member
of a team for another to perform a given activity. Collaboration on single activities, or clusters of them,
should also be supported. The primary research challenge here is to develop intuitive, simple-to-use, yet
expressive models for performers and how they can be assigned to activities and clusters of them.

Foundation for rules, regulations, and compliance. The ideal workflow model should provide easy, flex-
ible mechanisms to specify variations, to incorporate new government and other regulations as they arise,
new findings and technologies (e.g., about medical treatments or tools to conduct business), and to verify
compliance with policies and regulations. The basis for these capabilities will most likely be centered around
declarative mechanisms for specifying how workflow enactments must or may progress, for assigning per-
formers to activities, and for querying enactments both in flight and after completion. These mechanisms
should be able to refer to both the evolving data in enactments and the progress of the enactments through
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key stages of activity and key milestones (or, in other words, “business-relevant operational objectives”).
The use of a rules-based paradigm, in which the rules can be modified without re-compiling the system, as
part of the specification of how activities are sequenced will permit rapid incorporation of new variations
and regulations. It should be possible in the model to organize the sets of rules in a modular fashion, e.g.,
structured around the main constructs of the model as in [71}142]]. A challenge is to ensure that the semantics
of large collections of rules is both intuitively natural and unambiguous. Another challenge is to find effi-
cient mechanisms to incorporate new data into enactments, both for individual enactments and as the overall
workflow schema evolves.

The raw declarative capabilities incorporated into the base workflow model might be made available
to different stake holders through various mechanisms. For IT specialists, solution builders, and business
analysts, languages such as SQL, XQuery, or the OMG’s Object Constraint Language (OCL) [55] might be
used to specify conditions or access execution status and histories. Business-level stake holders might use
a language based on “business rules”, such as a structured English based on OMG’s Semantics of Business
Vocabulary and Business Rules (SBVR) [56]. For example, [47, [15]] describe how business rules can be
incorporated into a procedural variant of the business artifact model, in order to support a generic workflow
schema with variations. Visual mechanisms might also be used, at least for simpler forms of rules/queries.

Foundation for provenance and analytics. In typical business process management environments today,
the process is managed according to one model (e.g., BPMN), while the evolving data is managed according
to another model (e.g., the relational data model). There are often several process specifications that address
different aspects of a domain, and the evolving data is distributed across multiple data repositories. This
heterogeneity at the conceptual level makes it especially challenging to develop an understanding of the
provenance of the workflow enactments, i.e., why processes executed in the way they did, why data was cre-
ated or updated in the way it was. It also compounds the problem of performing analytics over the workflow
data and execution histories. Indeed, a key aspect of “Extract-Transform-Load (ETL)” [22]] frameworks is
to enable the extraction of data from conceptually heterogeneous sources, fransform them into a coherent
form and format, and load them into a data warehouse for subsequent analysis.

The ideal workflow model should provide a unified approach to managing the evolving data and pro-
cesses, so that provenance and analysis can us the same conceptual basis as the workflow model itself. In
this aspect, business artifacts provide a natural, holistic basis for maintaining a history of the both key data
and processing steps that were performed during workflow executions. An important research direction
is to apply techniques from provenance for scientific workflows to the process histories found in business
artifacts and other data-aware workflow models.

Data-aware workflow schemas can also be used to provide a conceptually unified view of one or more
existing workflows. In this approach, a workflow schema can provide an integrated view of processes that
span multiple organizational hierarchies. A data warechouse can be created, that holds a history of the exe-
cutions (and associated data usage and updates) of the existing workflows, and that is structured according
to business artifacts or some other data-aware workflow model. The warehouse might be populated based
on events coming from the existing workflows, or based on periodic bulk uploads of data from those work-
flows. While this vision has been demonstrated in some practical situation, the approach is in its infancy.
One research challenge here is to develop systematic approaches for populating the integrated view; ETL is
a natural starting point for this direction.

Foundation for the study of theory and fundamentals. The foundations of process-centric workflow
models are quite mature, with significant understanding of Petri nets, process algebras, state machines, and
their application in connection with verification among other topics. In contrast, our understanding of the
foundations of data-aware workflows is still in its infancy.

A basic challenge is to develop crisp formal definitions of the key constructs needed for data-aware
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workflows and how these constructs can interact, and to provide frameworks that start with a core set of
constructs and can build multiple layers around those to provide increased expressive power and applicabil-
ity. An early work in this direction is [[71], which focuses on a formalization of case management. More
recent work is [20} 42]], which provides a formal foundation for the operational semantics of the GSM variant
of business artifacts, including an equivalence theorem that relates a perspective based on forward chaining
of ECA-like rules with a fixpoint perspective. Reference [37]] develops a quite general formal model for
business artifacts, in which the information schemas are full relational schemas, and the lifecycle schema is
based on condition/action rules. Additional variations of data-aware workflow models will no doubt arise
as such workflows become more commonly used in practice and new features are desired. This will lead to
further research into the underlying formalism.

A key challenge for data-aware workflow is to develop effective mechanisms to verify properties about
their behaviors. In general the verification problem is undecidable because the presence of data as a first-
class citizen makes the set of possible states infinite. There have been several recent research efforts that
have found abstractions that enable decidable verification: decidability in PSPACE of properties expressed
in FO-LTL concerning artifact-based workflows [27,|19]], and application of recent results about data depen-
dencies developed for data exchange [37]. Further research in this area will be motivated by the need to find
additional abstractions that permit verification of different classes of temporal properties.

A variety of other research questions can be asked in connection with data-aware workflow. One natural
question is to develop a theory for characterizing relative expressive power: when can one data-aware work-
flow faithfully simulate another one [[14]? Another important research area concerns the notion of “views”
of data-aware workflows. These are important, for example, in the context of artifact-centric interoperation
hubs [43]], where different services in a collaboration are provided access to restricted portions of the artifact
schema in the hub. It would also be useful to develop an algebra for building data-centric workflow schemas
from “fragments” of workflow schemas. This might be useful for enabling the rapid creation of workflow
schemas that fit a particular application need.

4.2 Workflow as data

While the evolving data is intimately related to workflow, workflow schemas and their executions (enact-
ments) generate another kind of data, which we name as “workflow as data” or simply “workflow data”.
Workflow data includes technical specifications of workflow schemas, provenance associated with or logs
of workflow executions.

In many application contexts, workflow data may be large to very large. According to [44], the number
of workflow schemas is over 3,000 for Haier and 6,000 for SunCorp, and exceeds 200,000 for China CNR
Corporation. The large number of workflow schemas makes the management of workflow schemas chal-
lenging. Provenance and execution logs are clearly relevant to several management functions in workflow
systems, including at least monitoring executions and especially key performance indictors (KPIs), support
for policy compliance especially auditing, and evolution of workflow schemas. The size of provenance and
logs depends the number of workflow executions In the Chinese city of Hangzhou, the number of cases
processed by the city’s Housing Management Office reaches 300,000 per year. The US National Trauma
Data BankE]has datasets containing 0.5 to 2 million trauma patients annually from 2006 to 2010. Generally,
a significant portion of The Big Data exists in the form of provenance or execution logs.

The provenance (also referred to as audit trail, lineage, and pedigree) in the workflow setting refers
to the information about the process and data used to the current state or completion of an execution. It
provides important documentation that is key to preserving the original data, to determining the trail of
modification on the data for many purposes such as auditing in transactional workflow, and sometimes to

*https://www.ntdbdatacenter.com.
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reproduce as well as validate results (e.g., in transformational workflow).

In many research communities, the need for detailed provenance of scientific experiments has been a
major drive for the adoption of workflow technology in many scientific disciplines [21} 32]. To analyze and
understand scientific data, complex computational processes must be assembled, often requiring the combi-
nation of loosely-coupled resources, specialized libraries, and grid and Web services. Ad-hoc approaches to
data exploration (e.g., Perl scripts) have been widely used in the scientific community, but have serious lim-
itations. In particular, scientists and engineers need to expend substantial effort managing data (e.g. scripts
that encode computational tasks, raw data, data products, and notes) and recording provenance information
so that basic questions can be answered, such as: Who created this data product and when? When was it
modified and by whom? What was the process used to create the data product? Were two data products
derived from the same raw data? Not only is the process time-consuming, but also error-prone. Workflow
systems not only support automation of repetitive tasks, they can also capture complex analysis processes at
various levels of detail and systematically capture provenance information for the derived data products.

The need for provenance has also become evident in other areas. In the corporate world, the Sarbanes-
Oxley Act [63] instituted auditing rules that require companies to maintain detailed record of financial
transactions. In health care, the push for evidence-based medicine requires that detailed provenance be
maintained for patients, the treatments they underwent and their outcomes: Only with clinical evidence
from systematic research at hand will doctors be able to make evidence-based decisions [62, 66].

While there has been progress on the foundations of provenance and provenance management systems
in the context of scientific workflows [33} 132, [21]] and databases [13l], provenance management is still an
incipient area. Though much of the database and workflow-related research can be applied in the application
areas that we focused on this workshop, they present several new challenges, both practical and theoretical.

Provenance in workflows is captured as a set of dependencies between entities, which can be artifacts
(e.g. data files), processes (e.g. programs or web services) or agents. It is modeled as a directed graph which
captures causality and explains how an artifact came to be [50]]. In research on provenance in databases, the
emphasis has been on the propagation of provenance through the operators that make up database views,
or on propagation of provenance through copy/cut-and-paste operations within and among databases (see
recent tutorial [13]]). Since the operators that make up database views have well understood properties—in
contrast with the black-box view of modules or processes in workflows—provenance is reasoned about at
the level of tuples of the input and output relations rather than at the level of a file (e.g. the database itself).
Thus, database provenance is often termed “fine-grained” as opposed to the “coarse-grained” provenance in
workflows.

Capturing Provenance. In scientific workflows which represent in-silico experiments performed within a
single workflow system, capturing provenance is easily automated by logging events such as reading/writing
to a database, or sending/receiving messages (see, for example, Kepler [10]], Taverna [58]], VisTrails [33]]).
However, when part of the execution falls outside the workflow system (e.g. into the hands of a client, as
in the expense reimbursement scenario, or is passed off to a web service or other workflow environment)
either part of the provenance will be lost or must be explicitly requested. In either case, provenance man-
agement systems must be capable of reasoning with partial information, and potentially at multiple levels of
granularity.

Managing Provenance. It has been observed [16] that storing provenance information may entail a ten-fold
blow up of the amount of data recorded. Efficiently managing provenance information—storing, indexing,
querying and optimizing queries—is therefore essential. Since provenance is a directed graph, prior research
on graph databases and graph query languages (e.g., SPARQIEI) may provide insights, although the ability
to view workflows and their provenance at varying levels of granularity adds new challenges.

‘nttp://www.w3.org/TR/rdf-sparql-query/
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Within the context of business workflow, an interesting language for querying workflows of interest
(BP-QL) as well as monitoring workflows during their executions (BP-MON) have been proposed [3, [6].
In particular, expression in these languages can not only specify paths in the dependency graph at a single
level, but can “zoom” into sub-workflows to expand a path. This represents a very promising approach to
take within other application areas.

Integrating Provenance. Since data moves between databases and workflows, and from one workflow to
another workflow, the provenance associated with that data should be carried with it. However, there are
many challenges in doing this, including: (1) The lack of a common model of provenance: Although stan-
dards (such as the Open Provenance Model [S0]) can be developed, they must be adopted by the community.
To be adopted by the community, there must be incentives. (2) Differences in levels of granularity at which
provenance is associated: For example, in a workflow provenance is typically associated at the level of a
file whereas in databases it is associated at the level of a tuple. (3) Security: Provenance gives information
about the processes and entities that led to the creation of another entity. However, people may be willing to
share this information at different levels of detail to different users. For example, scientists may be willing
to share all information with their immediate collaborators, but almost no information with people from
outside their organization.

Provenance Analytics. The ability to mine provenance information has several promising applications.
For example, run-time monitoring of a workflow execution of a Web-based auctioning system may allow
the manager to detect fraud attempts and track services usage and performance. Querying and analyzing
provenance posteriorly may allow the manager to identify usage trends and optimize the workflow accord-
ingly. In this way, run-time monitoring/provenance analysis can be used to analyze properties that cannot
be statically determined by querying the workflow specification. Analyzing provenance may also provide
insights into how to design new workflows, an approach that has been explored in [45}64]].

4.3 Design methodology and reasoning

A significant research challenge for data-centric workflow is the integration of reasoning into various stages
of the workflow lifecycle. This includes providing support for workflow design and specification, automat-
ing the verification and/or synthesis of high-level workflow and regulatory specifications, and automating
and providing decision support for aspects of workflow application and/or execution. Due to the lack of
effective and efficient tools, workflow management systems in practice are not designed using rigorous
techniques nor analyzed with verifiers. This leads to many issues, e.g., some IT trouble tickets may be un-
touched for a long time, or it is unclear what impact a small change to the data/workflow will have on other
workflows and data management systems. In what follows, we elaborate on a subset of specific challenges
relating to these objectives.

Modeling for Reasoning. Central to the realization of any form of automated reasoning is the need for
effective workflow modeling. Building on the discussion in Section [4.1] automated reasoning prefers a
declarative specification of the workflow together with a well-defined semantics. While process modeling
techniques such as process algebras [39] and Petri nets [61]] have been used for some time to model business
processes and workflows, their focus has primarily been on verification specific properties of control flow,
and as such do not contain the necessary expressivity to deal with the diversity of reasoning we envisage in
next-generation data-centric workflow.

The goal is to develop workflow modeling techniques that support sound and effective automated rea-
soning techniques, such as the ones identified later in this section. Properties of modeling languages include
the ability to model:
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e Data, processes, and actors as first-class citizens. Most existing process modeling techniques support
the representation of data, processes, and actors, but not necessarily as first-class citizens. As such, one
cannot talk about them within the modeling language.

e Functional and non-functional properties of data, processes, and actors, together with workflow steps,
patterns, and templates.

e Multi-stakeholder objectives, views, regulations, hard and soft constraints. Such objectives may be
procedural in nature and/or temporally extended, potentially requiring linear-temporal logic [28] or
some other similarly expressive modeling language.

e Priorities over soft constraints, rules and objectives that enable the merging and integration of multiple
workflows and/or multi-stakeholder objectives, regulations, and rules.

Reasoning about Compliance with Constraints. In the area of business workflow modeling, it is not
uncommon to verify properties of a business workflow specification by appealing to standard software ver-
ification techniques. The vision for next-generation data-centric workflow generalizes this along several
dimensions. One dimension for generalization is with respect to the type of reasoning that we are ad-
vocating. In particular, rather than focusing solely on verification of properties of an existing workflow
specification, we are additionally interested in synthesizing workflows that comply with constraints either
as data-specific customization at execution time, or off-line as a means of customizing generic workflows to
specific tasks or environments.

The second dimension for generalization is with respect to the types of constraints that we would like
to reason about. We envision a diversity of constraints including multi-stakeholder goals and and objectives.
These goals and objectives may be things that we wish the workflow to achieve following execution, or
perhaps things that we would like the workflow to maintain or avoid during execution—such as safety or
maintenance constraints. One such example is regulatory constraints such as those found within digital
governments.

Within these two dimensions of reasoning about compliance with constraints there are many shared
challenges. These include reasoning about rich potentially temporally extended constraints, or reasoning
with conflicting constraints as may be the case when dealing with conflicting multi-stakeholder objectives
or when trying to merge workflows from multiple interacting parties, jurisdictions, or application areas. We
may also wish to reason with workflows at multiple levels of abstraction, whereupon the workflow synthesis
problem may be one of instantiating, realizing or customizing an abstract workflow description with respect
to a particular situation.

Reasoning about Workflow Integration. While most workflows are designed as stand-alone procedures,
there is often a need to compose or integrate such stand-alone workflows as different agencies, jurisdictions
are stake holders attempt to combine forces and work together towards some objective that requires a di-
versity of expertise. A good example is “Incident Command Systems” (ICS) [73] that were the result from
the need to manage rapidly moving wild fires in the early 1970s. ICS is used by many agencies including
fire agencies, law enforcement agencies, and public safety organizations. Due to the unpredictable nature
of fire incidents, ICS needs to quickly integrate workflow/software systems under multiple jurisdiction to
direct, control, and manage various activities. A key desirable property is to be able to verify correctness of
integrated workflows.

Such merging or integration of workflows requires advanced automated reasoning to ensure that the
aggregation of these workflows stills achieves the goals of the individual workflows, to ensure that in places
whether there may be conflicting objectives or outcomes that these are identified and resolved, and to ensure
that appropriate regulations are respected.
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Reasoning about Process Evolution and Improvement. Workflows (schemas) are hardly static entities.
They evolve and change over time as the result of changes in stakeholder objectives, goals, and regulations;
changes in the environment; and as a result of deeper understanding of what will lead to best practice.
Current workflow management systems have provided limited flexibility in handling changes, including
unanticipated and just-in-time changes. Providing workflow flexibility to support foreseen and unforeseen
changes has been a very active research area. It is widely recognized that runtime process execution flexi-
bility is crucial for managing business process lifecycle and it needs special attention [75} 165, [7/4]. The real
challenge in managing dynamic workflow execution is to provide a systematic and integrated support for
the process designer to specify how the process would react to various runtime change s and for the process
to evolve gracefully in a controlled, incremental, and predictable manner.

Designing a good workflow is itself an evolutionary process. While a workflow designer attempts to
capture best practice at the outset, the optimization of a workflow may require both static analysis of the
specification as well as analysis of the operation of the workflow execution in practice. Automated reasoning
should support both the automated adaptation and optimization of workflow based on automated analysis.
It should also provide a fundamental support for workflow evolution as the result of changes in objectives,
regulations, or the environment that the workflow is operating in.

Reasoning in Aid of Decision Support. A final reasoning challenge is that of reasoning in aid of decision
support. Automated reasoning can aid in many aspects of decision support that improve activities. For
example, in deciding a brain surgery operation for a trauma patient the doctor could be greatly helped
with the information about the outcome of the operation on past similar patients, where similarity also
includes their treatment workflows. The general research area of decision support is broad often drawing
on a diversity of techniques from artificial intelligence. Here the focus is on the narrower view of decision
support specifically as it services workflow.

Monitoring and Querying Workflow Execution and State. A number, though not all, of the reasoning
challenges articulated above focus on offline reasoning as opposed to reasoning about the workflow at exe-
cution time. An important component of next-generation data-centric workflow is the ability to monitor and
query workflow execution and workflow state at runtime. Concerning monitoring and querying, it is worth
pointing out that a key advantage of data-centric workflow modeling approaches. Traditional workflow
modeling approaches focuses on tasks and control flows. As a result, languages to query ongoing execution
and traces are mostly constrained to tasks (names) and sequences of their executions [5} 25]. Many work-
flow management systems, e.g., YAWL [70], manage the data involved in the workflow in an ad hoc manner
and specific to their systems, developing general querying formalisms is rather difficult if it is possible at
all. In contrast, data-centric workflows model data using relational or XML data modeling methods [41} [77]]
addition to tasks and control flows, such workflow management systems can easily support some adaptation
of known formalisms for relational or XML databases [77] to query execution snapshots. A future issue is
to integrate formalisms for snapshots and traces.

4.4 System issues (design and runtime)

In a global economy driven by the Web revolution, complex workflows based on the exchange of data
by autonomous systems (organizations) are becoming more and more common. The challenge is to be
able to provide workflow execution with tools for manipulating data and properly interoperating with data
management tools.

With the current technology, the design, deployment and management of complex workflows are be-
coming extremely costly, error prone and unsatisfactory in terms of quality of service and satisfaction of
users. A reason that is regularly brought forward is the separation between workflow systems that mostly ig-
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nore data and the logic of the information on one hand, and the database systems that ignore the sequencing
of tasks and the logic of the application on the other hand.

Formal models for data-centric workflow. The success of relational data management systems is at-
tributed in a large part to the technical models for data, operations, transactions, evaluation plans, etc. that
allowed the development of query optimization and transaction management techniques. From a modeling
viewpoint, a first challenge is to develop a rich and flexible data-centric workflow model as a basis for the
management of both data and control. The role of the models is to provide understanding and access to all
facets of information that are dealt with in the application, including:

e All kinds of data structured or not, domain knowledge, e.g., in the form of ontologies or resource
descriptions in RDF, as well as information about data life cycle, time and provenance of data.

e Information about flow of control, sequencing and about the rules guiding them or static or dynamic
constraints that are imposed and their level of priority.

o Information about the performers or actors in the most general sense, e.g., people and groups with their
access rights, software resources with their API, available services or machines.

The models should also facilitate the reuse of existing resources and in particular data legacy systems. This is
particularly important since data generated by workflows tend to greatly outlast the workflows that generated
them and are commonly reused by new workflows and new applications. The models should also be simple
and formal to facilitate reasoning about the runs of an application (analysis, verification, diagnosis).

We next consider different key issues related to the use of such a model. The important discussion on
reasoning was presented in Section[#.3] To structure the discussion, we distinguish between aspects related
to design time and to runtime, although in our view this distinction should be blurred.

Design support: simplify the design of such applications. The goal is to simplify the design of workflow
applications for non specialists, e.g., for doctors in the health care domain. This is first a Human Computer
Interaction (HCI) problem and it has to rely on HCI Interface technology. Such a design is greatly facilitated
if the model is simple, intuitive and combines the different facets of information (workflow, data, performers,
rules, requirements, etc.) in a coherent framework. In the same spirit, the model should rely on declarative
specifications that can be easily specified and tested at design time. For such tests (e.g., consistency testing)
to be effective, it is necessary to be able to automatically reason about applications.

In a typical application scenario, workflow development does not start completely from scratch. The
reuse of previously designed workflows as well as the interoperability with already running database, work-
flow management, and other software systems should be supported (ease of creating, reasoning about, and
modifying interoperations). Last but not least, the user should be able to also specify and verify at design
time non-functional aspects such as quality of service, reliability, security, or access control.

Runtime support: Efficient and maintainable execution. This is clearly an essential aspects, to some
extent the heart of the system. All the information from the application should be accessible at runtime with
appropriate search and query facilities for both the data and the workflow execution information (including
states, resource uses, correlation with other workflow execution instances, etc.). In particular, the system
may also help monitor the application via efficient query subscription mechanisms. Besides direct support
for functionalities of the application, such a surveillance has a large spectrum of use including gathering
statistics towards optimization, system tuning, error detection. Also, an essential aspect of runtime support
is the optimization of resource utilization. In this context, in particular in presence of large volumes of
data and/or of intense communications, optimization should combine data management techniques (access
structures, query optimization, etc.) and workflow techniques (sequencing, bundling service calls, etc.)
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Runtime support: Information gathering capabilities. In many workflow applications notably in sci-
entific workflows, the value of the application resides for a large part in the data it is gathering including
provenance and time information. Thus, another key aspect of runtime support is the acquisition of data. We
are in particular referring here to the data that will serve to the analytic/mining tools and clearly the quality
of the analysis will strongly depend on the quality of the data that was acquired (clean, well-structured, and
with appropriate meta-data). We do not necessarily need to distinguish here between data that is available
at runtime or data that is simply archived.

Partial traces of runs are also important information for instance to be able to explain why certain
situations occurred, e.g., for error diagnosis. In many applications, one should also keep track of previous
specifications for both the data, workflow and external services. Such a historical archiving of workflow
information may be compulsory for legal reasons. For instance, in government applications, the application
changes often typically because of new laws or regulations. We still need to be able to understand the data
and its evolution, and sometimes we may even have to retroactively modify it.

Runtime support: more dynamicity and runtime improvements. We want to stress here the importance
of very dynamic specifications. We already mentioned that government applications tend to change rapidly.
In fact, rapid specification evolution is also commonly found in other application areas. In health care,
treatment protocols are often modified to reflect better the changes in population, in understanding of effect
of treatment, in technology, etc. Generally, workflow is often at the center of the activity of a community of
users and reflects the evolution of their needs (e.g., new financial products in finance, new experiments in
science). The structure of the data changes, typically by acquisition of new facets for existing collections or
by acquisition of new collections. The structure of the workflow as well. It is important to note that this is
defeating the traditional separation between design and runtime phases. The two phases may alternate at a
reasonably rapid pace and even possibly overlap.

In some applications, the evolution of the application happens automatically. This may be seen as an
adaptation to the environment, e.g., a new Web service is substituted to another non-answering one. This
may also result from new knowledge, e.g., acquired by the analytic tools. For instance, the system may
integrate a new resource (e.g., a new reported set of experiments) or a new performer (e.g., a new business
partner) that has been discovered and is considered relevant.

Finally, we have to consider the management of “rainy day” or “exceptional” situations (yet another
form of adaptation to the environment). In workflow application development, typical modeling method-
ology captures a majority of expected runtime execution cases, i.e., “sunny day” scenarios, in a workflow
schema (e.g., typical reimbursement workflow with all receipts supplied). This is primarily due to a combi-
nation of factors. (1) Not all possible execution scenarios can be known at the design time. Such a situation
may arise because of the system conditions (serious disk failure, network partitioning, external attacks such
as denial of service). The exceptional situation may also arise due to a world disaster, natural (e.g., storm,
earthquake) or artificial (e.g., war, nuclear accident). (2) In many applications, the frequencies of expected
execution scenarios have a skewed distribution with a small number of scenarios occurring very often and
a large number of scenarios occurring infrequently or rarely. This is the so called “long tail” phenomenon
[4]]. In practice, design time decision often chooses to ignore the infrequent and rare scenarios to reduce the
design time and cost, and leaving these scenarios to handle at runtime as they occur in ad hoc manner.

When such unplanned situations occur, the software system typically simply stops functioning or be-
haves erratically and slows down the relief teams. The application should continue functioning as best as
possible, tolerating violations of “soft” laws and protecting the “hard” ones, for instance, maintaining a line
of command (for the army, government or large organizations in general). It remains to be seen whether and
how much workflow system design techniques can help dealing with execution scenarios not specified in
workflow schema.
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Figure 1: Conceptual elements of analytics and relationship to workflow

4.5 Workflow analytics

Workflow analytics provides the stake holders of a process with information that allows these stake holders
to make informed decisions about issues related to the process. As an important class of the issues, work-
flow improvement focuses on changing the structure or the instrumentation of workflows based on insight
gained from the application of workflow analytics and discovery. Workflow analytics has three possible
applications: Understanding the past, managing the present, and predicting the future.

e The first application area (historical analytics) is focused on analyzing historical traces of process exe-
cution (e.g., audit trails or log files) in order to understand their behavior and what may have influenced
this behavior. A typical application would be an audit of a completed process to check whether it
complied with applicable rules and regulations. Another application would be the use of data mining
techniques to discover patterns that relate the values of certain workflow instance properties (e.g., cycle
time or execution paths) to attributes of the data that is being processed by these workflows.

e The second application area (realtime analytics) is focused on studying workflows as they are being en-
acted with the intention of influencing the course of action should the need arise. In the business domain
this area is known as Business Activity Monitoring [49]. A typical application would be the supervision
of a data collection workflow that depends on the availability of sensors that are not controlled by the
workflow management system itself.

o The third application area (predictive analytics) [54] is focused on discovering pathways to forecast and
optimize the behavior of current and future workflow instances.

Figure[I] shows the three analysis tasks and other conceptual components in workflow analytics.

The main sources of analytics information to date are event logs or streams that represent state changes
in workflows, data, actors, and their environment. Historically the main source of events was the workflow
infrastructure itself (e.g., in form of process logs). However, scientific instrumentation such as sensor sys-
tems, medical devices and other information systems constitute an increasingly large source of events, and
few of these sources are process-aware.

While events are a raw source of data, different workflow stake holders have different views on events,
both in terms of focus and aggregation. For instance, a systems administrator may be focused on infras-
tructure events such as changes in network latency or server utilization, a laboratory manager may be more
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interested in changes in inventory levels or the availability of research instrumentation, and an executive
may focus on changes to cash levels.

A large portion of the work to-date on workflow analytics has centered around business intelligence (or
BI), which refers to technologies, tools, and practices for collecting, integrating, analyzing, and presenting
large volumes of information to enable better decision making. Today’s BI architecture typically consists of
a data warehouse (or one or more data marts), which consolidates data from several operational databases,
and serves a variety of front-end querying, reporting, and analytic tools. The back-end of the architecture is
a data integration pipeline for populating the data warehouse by extracting data from distributed and usually
heterogeneous operational sources, cleansing, integrating and transforming the data, and loading it into the
data warehouse. Since BI systems have been used primarily for off-line, strategic decision making, the
traditional data integration pipeline is a one-way, batch process, usually implemented by extract-transform-
load (ETL) tools. The design and implementation of the ETL pipeline is largely a labor-intensive activity,
and typically consumes a large fraction of the effort in data warehousing projects. Increasingly, as enterprises
become more automated, data-driven, and real-time, the BI architecture is evolving to support operational
decision making. This imposes additional requirements and tradeoffs, resulting in even more complexity in
the design of data integration flows. These include reducing the latency so that near real-time data can be
delivered to the data warehouse, extracting information from a wider variety of data sources, extending the
rigidly serial ETL pipeline to more general data flows, and considering alternative physical implementations.

We now briefly discuss several research issues in workflow analytics.

Stakeholder-Aware Analytics. Currently, it is difficult to relate individual events to stakeholder objectives.
Most events are technical in nature and need to be interpreted and/or aggregated to provide actionable
information. At the same time stakeholder objectives may cut across multiple processes and are rarely
formalized in such a way that they can be related to the workflows that may affect these objectives. Since
it is currently very difficult to integrate events that originate from the workflow infrastructure with events
that originate from non-workflow-aware sources it is very hard to provide stake holders with comprehensive
information necessary for informed decision-making. It is desirable to develop languages, methods and
tools for workflow analytics that cater to the needs of diverse workflow stake holders.

Inferring Causality from Individual Events. Events only record the results of state changes, but not the
reasons why the state changes were initiated in the first place. This is due to the fact that there currently
are no standard ways to document the context in which a process was initiated or executed. Causality in-
ference may also be helped by data-centric modeling approaches since workflow specification under these
approaches includes data and fairly complete business logic. It is conceivable that incorporation of prove-
nance into data-centric workflow may lead to significantly better ways for causality analysis. In addition,
event formats are largely not standardized: Integration of non-workflow events and workflow events require
some sort of correlation.

Compliance of workflow to rules and regulations. In the current practice, compliance enforcement is
a difficult task. There are three possible causes for this: (1) Rules are typically expressed in a declarative
fashion and may apply to several workflows at the same time. (2) Policy statements are typically separated
from implementation guidelines, leading to a potentially large number of implementation alternatives. (3)
Lack of data in traditional workflow modeling languages significantly limits the ability for meaningful com-
pliance checking. Moreover, once rules and regulations are transformed into implementable guidelines the
original intent of the policy may be no longer apparent.

Context-Aware, Open-world Workflow Model. It is hard to understand how context changes affect a
workflow. Workflows are typically designed under a closed-world assumption: Workflows are unaware
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of context-changes that may impact them. For example, when FAA issues new pilot training regulations,
airlines need to update training processes. It is needed to find out which processes are affected and how
should they be changed. Extensions to data-centric modeling approaches including methods, and tools are
needed to discover, model, and integrated the context of a workflow with the workflow specification itself.
It is more desirable to develop workflows that are not only context-aware, but also can adjust to changes in
their environment.

Predictive Analytics. Predictive analytics arose from insurance and financial industries to assess, e.g., risks.
While prediction may employ statistics, machine learning and other techniques, the support for prediction
intimately relies on relevant data being available. To this end, techniques and tools are needed to allow us to
effectively support accurate prediction of the likely future states of running workflows.

Process Mining. Not all application scenarios may provide process-centric sources of raw analytics data.
In these cases workflow discovery techniques can be applied to uncover workflow structures from existing
traces. A typical example would be the standardization of an experimental workflow based on the obser-
vation of several manually performed instances of this process. The term “process mining” has been used
in recent years to refer to the problem of discovering/re-constructing workflow schemas from the workflow
execution logs [2} |68]. Existing process mining systems mostly produce activity based workflow schemas
such as Petri nets, extensions have been developed to discover, e.g., organizational structures [[68]]. However,
it remains unresolved whether any of these algorithms can be extended to uncover data-centric workflows
that can be used to support workflow analytics.

4.6 Workflow interoperation and collaboration

Workflow interoperation remain in high demand in businesses and application domains. Business collabo-
ration among different departments and organizations is an emerging trend in industries to stay competitive
in the global market. For example, according to a 2011 Forrestelﬂ report the online retail sales in US alone
reached $176 billions in 2010, many leading retailers such as Amazon.com employ customer shopping
workflows that interoperate with workflows from other vendors, warehouses, shipping companies, etc. En-
abling interoperation between workflows, and between web services, is highly desired in workflow practice.

Business collaboration may include both internal partners within their organizations and external part-
ners. Typically, workflows interoperate in a distributed environment involving multiple parties with dynamic
availability. Two traditional approaches to this challenge are orchestration and choreography [59]. Orches-
tration tackles interoperation by essentially creating a new workflow schema to fit with and direct the various
workflows or services that are to interoperate. Business Process Execution Language (BPEL) [[11]] is com-
monly used for programming the orchestrator. A key weakness in this approach is that orchestrators often
become the primary controllers of the interoperation, and as a result reduce the autonomy of the different
stake holders (individuals and organizations) in achieving their portions of the aggregate goal. Also, the ad
hoc nature of orchestrators limits opportunities for re-use. On the other hand, choreography embraces the
autonomy of the stake holders, and attempts to enforce the achievement of aggregate goals by restricting
how messages can be passed between the stakeholder workflows or services. WS-CDL [76] is a protocol
that defines choreography by focusing on message sequence interaction and using connectors to link services
across organizational boundary. A weakness of choreography, however, is the lack of a single conceptual
point or “rendezvous” where stake holders can go to find current status and information about the aggregate
process.

In spite of these advances, tools and support for continue to be a major challenge in current and future
enterprise [48]. Interoperating workflows often involve multiple participants, and multiple resources spread
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over multiple administrative domains. Typically, these workflows are complex in terms of process logic,
relationships among participants and resources, distributed execution, and semantic mismatches between
participant data, ontologies, and behaviors. Such complexity is the source of many technical difficulties in
design, analysis, realization, execution, and management of interoperations. In the following, we discuss
several aspects of the challenge unique to interoperation.

Modeling interoperative workflow. An interoperating workflow models a collaboration among multiple
participants. The logic of an orchestrator may be specified with high level programming language (e.g.,
BPEL). A choreography may be specified as a state machine representing message exchanges between the
participants or permissible messages sequences among them with FIFO queues, or as a process algebra
expression with sequence, parallel, conditional, and loop constructs. It may be specified in individual pieces
using patterns, as a composition of message interactions, or implicitly through participants behaviors. In
this end, WS-CDL proposes an XML-based package for specifying choreography through a conventional
set of control flow constructs over messaging activities.

Existing languages for specifying orchestration and choreography either have low level of abstraction
(a significant obstacle for reasoning) or are particularly weak in modeling participants and data involved.
Concerning participants, existing languages assume a fixed number of participants (types) and makes no
distinction between a participant type and a participant instance. For example, an ORDER workflow in-
stance may communicate with several VENDOR workflow instances at runtime; this cannot be effectively
captured and managed without making the type and instance distinction explicit. Existing languages either
do not support instance level correlations, or lack the ability to reference correlated instances. Therefore,
an interaction workflow modeling language must be able to model correlations between workflow instances
and manage them at runtime.

Also fundamental to interoperation is the modeling of data. Data for interoperation can be divided into
several kinds. The most obvious kind is the data directed needed for the business logic of the interoperation
(e.g., shopping cart). The second kind of data is the states of execution by the participants, these may be
essential in representing the execution state of the interoperative workflow. The third kind of data is the
states of resource usage (e.g., cargo space reserved on a delivery truck). And of course, instance correlations
mentioned in the above are also among the data that need to be modeled, accessed, and managed. In data
modeling, there are at least two aspects to consider. A piece data may be produced by one participant (a
workflow instance) and consumed by another. The workflow model for participants should clearly indicate
the data for interoperation. Secondly, the lineage or provenance of the data during execution may sometimes
play important role in determining responsibilities. Existing languages pay very little attention to data
modeling. WS-CDL models data through variables that only implicitly associated with participants that
produce data. Developing suitable modeling frameworks for interoperative workflow is an interesting and
challenging problem, data modeling tools (such as semantic data models, dynamic integrity constraints,
schema mapping techniques) developed in the database community may find their new use here.

Runtime management. This includes a runtime execution model and functions for managing the execu-
tions, including the states and enforcement of constraints (both local to individual participants and global).
With the orchestration approach, the orchestrator essentially controls the execution and the execution model
is generally clear. When the interaction is specified as a choreography, a first task is to translate the choreog-
raphy into an execution model. This is called the realization problem in the literature [12], exiting solutions
are only for choreographies with no data nor instance correlations and they need to be significantly extended.

Managing executions of interoperative workflow has additional difficulties primarily due to the lack of
the ability to see the full snapshot at runtime. For example, when a participant’s local resource becomes
unavailable or behaves erroneously, the information may not be visible outside of the participant (the or-
chestrator or other participants). Clearly, an immediate issue is to develop a framework that can capture
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and manage execution states for interoperative workflow instances. Distributed solutions may have to be
developed in cases when, e.g., the government laws/policies prohibit accessibility to portions of the state
data.

Interoperative workflows may also have additional constraints for the execution. Effectively enforcing
these constraints is necessary, since violations can lead to unexpected outcomes. The constraints may involve
multiple participants and/or temporal features. A sound enforcement mechanism could combine constraint
checking algorithms with some coordination schemes. This general issue has not been explored extensively.

Service level agreements (SLLAs). Non-functional properties (such as the ones concerning execution time,
reliability, privacy) are an important aspect of workflow. In the services computing community, the study
on QoS (quality of service metrics) for composite services was explored but commonly accepted frame-
works are yet to emerge. Formulating and maintaining such properties are more difficult for interoperative
workflow due to the nature that they often span cross the boundaries of organizations and/or administrative
units.

A SLA provides a contractual guarantee and it mostly concerns non-functional parameters. SLAs are
especially important due to the larger number of participants involved. In this case, A SLA should also pro-
vide suggestions on distribution of responsibilities for each of the parameters so that both credits and faults
can be shared by the participants in proportion to their shares of responsibility. It is also possible that the spe-
cific distribution of responsibility is determined at runtime and varies from instances to instances. Modeling
constructs and runtime techniques are highly desired to support SLAs for interoperative workflow.

5 Cross Fertilization

Application of workflow management is widely spread in many sectors, including but not limited to: govern-
ment agencies, business (travel, retail, and others industries), service providers (both traditional and newly
arising class of information services), data-intensive sciences, healthcare organizations. The application
needs and the availability of rudimentary computing systems (hardware and software for office needs and
for managing data and files) have been the driving force for enterprise and organizations to develop their
own workflow management systems. A good example of this is the NSF’s fastlane system.

However, the workshop finds that

The application areas of business, digital government, healthcare delivery, and scientific workflow
face many common and overlapping problems, but are developing paradigms, techniques and tools
largely in isolation.

For example, the business process management community needs tools for managing transformational work-
flows that analyze business process performance, but seems largely unaware of recent advances in scientific
workflow. As another example, the notions of “business artifact” and “business object” in the business
community, the notion of “record-centric workflow” in digital government community, and the notion of
“cases” in healthcare delivery, are highly related and yet the communities are developing frameworks and
technologies for these largely in isolation. Furthermore, there is a lack of forums that focus on the overall
issues in management of data, workflow, and resources and attract researchers and practitioners from the
different communities. For example, related research conferences are typically centered around application
topics (e.g., digital governments, health informatics, business enterprise, scientific workflow).
The workshop thus recommends that

Cross-fertilization must be fostered between the research communities that are studying workflow
in different application areas.
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Since the core technical issues in workflow management concern development of special purpose software
systems for managing data and business processes, it is vital for the data management and software engineer-
ing research communities to play the central role of building collaborative teams that involve researchers
from one or more application areas. This will lead to a faster and deeper understanding of the fundamental
issues shared by the application areas, and enable quicker dissemination and adoption of techniques from
one domain to another. It is expected that the increase of such cross-area collaboration will naturally lead to
forums for exchanging technical knowledge by researchers from different communities.

To foster cross-area collaboration, NSF is well positioned to play a leading role using its existing or new
mechanisms. For examples, the GOALI program could be leveraged by supporting match-making between
academics and industrial and government applications, starting new joint programs or augment existing ones
with the emphasis on workflow management between NSF and other federal agencies (AHRQ, NIH, NIST,
DOD, etc.). Workflow research is very active in EU (in the BPM community), fairly active in Australia
(collaboration between Australian and European researchers), arising rapidly in China (an annual national
conference started in 2009). NSF can steer its international programs to include support for collaborative
team building in workflow research, for example, joint programs with EU, Australia Research Council
(ARC), and Natural Science Foundation of China (NSFC) to support travel and short-term visitors.
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